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Deflationism and Logic
Christopher Gauker

I Introduction

What we say and think depends on what happens around us. Many
philosophers have hoped that this dependence would be characterizable in
terms of truth. In striving to speak and think truths, we strive for words and
thoughts whose structure corresponds to structure in the world. Unfortu-
nately, no one has been able to explain in a fully persuasive way what the
pertinent correspondence relation might be. In light of this, some
philosophers have concluded that we ought to seek elsewhere for our
explanation of the connection between thought and the world. As for truth,
there is nothing more to say about it beyond what can be summed up in a

few simple principles such as that p is true f and onfu if p.This is the message

of deflationisfs, who aim to deflan our expectations of the concept of truth.
Besides being a locus of control between the world and our thought, the

concept oftruth has traditionally played a further role in philosophy. Truth
is supposed to be that which logically valid inference preserves. Of course,

an argument does not qualify as valid just because it happens to have a false

premise or a true conclusion. Validity is supposed to abstract from actual
truth value. According to the modern definition, an inference is logically
valid if and only if for every interpretation of the language on which the
premises are true, the conclusion is true as well. The question arises whether
a deflationist can retain this conception of logical validity while rejecting
the correspondence conception of truth.

I will argue that deflationism is incompatible with standard conceptions
of logic in two ways. First, deflationism is incompatible with the classical
rules of inference. This need not be a problem in itself but it highlights the
need for the deflationist to give some definite theory of logical validity. The
second, more serious problem is that deflationism is incompatible with the
model theoretic definition of logical validity (classical or otherwise). My
primary target will be inference rale deflationriz. Subsequently, I will consider
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two further forms of deflationism, namely, T-schema dtflationism and Hor-
wich's minimal theory, and I will argue that they fare no better.r

2 Inference rule deflationism

Inference rule deflationism claims that the narure of truth can be explained
by explaining something about the use of the word "true" (and its synonyms
in other languages) and that what has to be understood about the word
"true" is just that instances of the following two inference rules are logically
valid (and that instances ofthe corresponding rules in other languages are
valid):

Semantic Ascent: Semantic Descent:

P 'p" is true.

'p" is true. p

(Of course, the"p" in quotation marks is a schematic letter.) This much of
the theory deals only with the truth of sentences in our own language. The
theory might be extended to sentences of other languages by appealing to
translation relations, but I will not consider how exactly this extension
might be achieved. Alternatively, truth might be treated as first of all a

property of propositions and Semantic Ascent might be defined as the
inference fromp to "The proposition thatp is true" and Semantic Descent
as the converse of this.

A virtue of inference rule deflationism is that we can recognize it as an
explanation of meaning by means of an analogy with a certain common
explanation of the meaning of logical operators. What does the logical
operator "or" mean? One way to explain it is in terms of the truth conditions
of sentences containing "or". An alternative is to identify the inference rules
that govern the use of the word "or", formulated, perhaps, as Gentzen-
style introduction and elimination rules. To say that the meaning of "true"
is given by the rules of Semantic Ascent and Semantic Descent is to say the
meaning of "true" can be explained in the way that the meaning of "or" is
explained when we explain it in terms of inference rules. Such an explana-
tion of the meaning of "or" does not overlook the meaningful use of "or"
in sentences other than those to which the inference rules immediately
apply. Although the meaning-giving inference rules apply only to senten-
ces of the form"p ot 1', the word "or" can meaningfully occur in sentences
such as "Everytree in the park is either an oak or a maple" inasmuch as other

t I am omitting Dorothy Grcver's prosentential theory (1992) since it is very different in
form from the others to be discussed here.
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inference rules take us from (or to) that sentence to (or from) sentences of
the form "r is an oak or r is a maple". Similarlg we can adopt the inference
rule deflationist's account of the meaning of "true" and still allow that
"true" can meaningfully occur in sentences such as "Everything John
believes is true".

On this theory, the expression "is true" is treated as in some ways like
a logical operator and in some ways like a predicate. It is a logical operator
insofar es the explanation of its meaning is analogous to one sort of
explanation of the meaning of logical operators such as "or". At the same
time it is, or is like, a predicate, in that it can be used to form sentences such
as "EverythingJohn believes is true". I do not think that there is anything
objectionable in the inference rule deflationist's attribution of this dual
nature to the expression "is true". Compare the identity sign. Someone
might claim that the meaning of "=" is given in the logical laws of identity
formulated as rules of inference. Regardless of whether that is right or
wrong, it would be too simple to object that the identity sign is a two-place
predicate and not a logical operator.

I should emphasize that inference rule deflationism (as well as T-schema
deflationism, to be examined below) proposes to explain the nature of trutb
by explainin g the meaning of "true". Other forms of deflationism, such as

Horwich's minimal theory, may aim directly at an account of the nature of
truth, but inference rule deflationism, as I am defining it, explicitly states

that an account of the nature of truth may take the form of a theory of the
meaning of "true" and its synonyms in other languages. One way to criticize
inference rule deflationism might be to criticize its substitution of a

question about a meaning for a question about a nature. However, my
criticisms will concern only the proposed explication of meaning.

Inference rule deflationism is basically the form of deflationism defen-
ded (but not unreservedly endorsed) by Hartry Field (1994a, 1994b). Field
defines deflationism as "the view that truth is at bottom disquotational"
(L994b, p. 405). He explains that this means that in its primary use "true",
as understood by a given person, applies only to utterances that that person
understands and that for any utterance u that a person understands, the
claim made by uttering "z is true" is cognitively equivalent for that person
to the claim made by uttering z itself. Field intends his thesis to be not
merely a psychological claim about what other people think but a theory
of what truth really is; so we may add that the claim we make by uttering
a and the claim we make by utteting"u is true" are, or ought to be, cognitively
equivalent for us. Field adds that he intends this thesis to apply not so

much to overt utterances but to "internal analogs" of them, which he calls
"sentence-readings". He expects that that particular refinement will help the
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deflationist accommodate ambiguity and indexicals (1994a, pp. 278-281).
Moreover, the cognitive equivalence between the claim made by uttering
u and the claim made by uttering "z is true" is supposed to be relative to the
existence of zz, since the claim made by uttering"u is true" claims that a exists
and the claim made by uttering u itself does not claim that z exists.

That Field's deflationism is essentially a form of inference rule defla-
tionism becomes apparent when he explains what he means by cognitive
equivalence. Field writes: "l take cognitive equivalence to be a matter of
conceptual or computational role: for one sentence to be cognitively equiv-
alent to another for a given person is for that person's inferential rules to
license (or, license fairly directly) the inference from either one to the other"
(1994b, p. 405, note 1). In this passage, Field takes the relation of cognitive
equivalence to be a relation between sentences, whereas in defining defla-
tionism in terms of cognitive equivalence, he took it to be a relation
between claim*l will assume, although Field does not say this, that the
relation between sentences is the primary one and that claims may be
cognitively equivalent inasmuch as they are made by means ofsentences that
are cognitively equivalent. Thus, the central claim of Field's deflationism -
subject to the qualifications I have noted - is that "true" means true because
we should regard any utterance of a sentencep as licensing in the utterer an
utterance of a sentence of the form "'p' is true", and conversely. Thus Field's
theory is a form of what I am calling inference rule deflationism.z

I have defined inference rule deflationism as holding that Semantic
Ascent and Semantic Descent are aalid, and so when I interpret Field as

an inference rule deflationist, he might wish to object that he did not
mean to say that Semantic Ascent and Semantic Descent are logically aalid
in any technical sense. I take it, though, that these inferences must have the
same normative status as, for instance, the rules of inference governing "or";
otherwise, I just do not know what the content of the theory is supposed
to be. This analogy is all I intend in describing the rules of Semantic Ascent
and Semantic Descent as valid. In saying that, I am not already presuming
any technical sense for the word "valid". Moreover, I will not at any point

2 In one place, Field gives a slightly stronger definition ofcognitive equivalence: Two
sentences are cognitively equivalent for a person if and only that person's inferential
procedures license substitution of one for the other in all but quotational and
intensional contexts (1994a,p.251,note2). I should acknowledge that I have somewhat
twisted Fields words in order to simplify exposition. In both of the papers cited here,
Field writes ofan "utterance u", where "the claim that u is true" is cognitively equivalent
to "u itself' (1994a, p.251; 1994b, p. 405). Thus cognitive equivalence is treated as a
relation between a claim and an utterance. I assume that what Field really means in these
passages is that cognitive equivalence holds between two claims.

Deflationism and Logic I7l

take for granted any particular definition of logical validity. In section 4,

however, I will argue that we must provid e some kind of precise definition
of logical validity.

3 Deflationism and classical rules of inference

Deflationists typically brush aside the semantic paradoxes as if they posed
no serious problem. For instance, Field says only that as a person "comes

to terms with the paradoxes he revises his standard of cognitive equivalence
on conceptual grounds" (1994a, p.251, note 2). He does not consider that
the revision that is called for on the part of that person might be the rejec-

tion of the cognitive equivalence claim altogether and that the revision that
is called for on the part ofus theorists might be the rejection ofdeflationism.
The serious problem, as I will show, is that Semantic Ascent and Semantic
Descent, together with the classical rules of inference, enable us to derive
contradictions from plain facts. Consequently inference rule deflationism
is incompatible with the classical rules of inference. I do not think my
argument in this section is in any way clever or original, but what I say here

needs to be said since so many people seem to be overlooking the obvious.3
My purpose here is just to demonstrate the need for the deflationist to
address the question of the nature of logical validity before I go on, in the
rest of the paper, to argue that the deflationist cannot blithely endorse the
standard model theoretic conception of logical validity.

Consider the classic liar:

(cr) o is not true.

Given that o = "o is not true", a plain fact, we seem to be able to derive a
contradiction by the following reasoning:

Suppose c is true. In that case (by ldentity), "c[ is not true" is true. In
that case (by Semantic Descent), cr is not true. So (by Indirect Proof), c
is not true. Suppose c, is not true. In that case (by ldentity), "c[ is not true"
is not true. In that case (by the contraposed form of Semantic Ascent),
it is not the case that o is not true. So (by Indirect Proof), ct is true.
Contradiction!

Or consider the following sentence, sometimes called Löb's paradox:

0) If B is true, then I.

My conclusion has been drawn befbre me, by Alan Weir (1996), who in turn relies

heavily on a paper by McGee (1992), but I think I can bring out the nature of the
difficulty a little more clearly.

3
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(Here "-J-" is some contradiction.) Given that B = "lf B is true, then J-",
another plain fact, we seem to be able to derive a contradiction by the
following reasoning:

Suppose B is true. In that case (by Identity), "lfB is true, then l-" is true.
In that case (by Semantic Descent), if B is true, then I. In that case (by
Modus Ponens), I. So (by Conditional Proof), if B is true, then l-. So
(by Semantic Ascent), "lf B is true, then I" is true. So (by ldentity), B is
true. So (by Modus Ponens), I.

These arguments will be sound if the inference rules that justify the indi-
vidual steps are all valid. But the inference rule deflationist accepts Seman-

tic Ascent and Semantic Descent. So the inference rule deflationist must
deny the validity of one of the other inference rules. But the others are all
classical rules of inference. So the inference rule deflationist must deny the
validity of some classical rules of inference. (The concept ofvalidity applies
primarily to inferences from sets of sentences to sentences. But in a second-
ary sense we can apply the concept of logical validity to rules like Indirect
Proof and Conditional Proof, which merely tell us that if a certain inference
from one set of sentences to a sentence is valid in the primary sense then
some other inference from a set of sentences to a sentence must be valid
too.)

The most dubious candidates are probably Conditional Proof and
Indirect Proof. Suppose we have a three valued semantics and find that the
classic liar is neither true nor false on any interpretation and that likewise
the negation of the liar is neither true nor false on any interpretation.
Vacuously then, for any sentence p and any interpretation, if the liar is true
on that interpretation, thenp is true on that interpretation.p might even
be a contradiction or the negation of the liar. Yet this does not mean that
the negation of the liar is true on every interpretation. Our assumption was

that it is neither true nor false on any interpretation. So Indirect Proof will
be invalid. Similarly, Conditional Proof will be invalid.

In arguing in this way, I have assumed that certain facts are plain, such
as that c[ = "o is not true". However, these plain facts involve selFreference;

for instance, cx, refers to itself. Someone might claim that the way to evade

the paradoxes is to deny that such selFreference is possible. But in light of
other paradoxical sets of sentences, this is not a very helpful suggestion.
Consider, for example, the note card paradox. On side A is written, "Every
sentence on side B is true", and on side B is written, "No sentence on side
A is true". These sentences generate contradictions in much the same way
as the classic liar, but they do not refer to themselves in any way that can
generally be forbidden. (ln this case, the pertinent plain facts are that the
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sentence on side A = "Every sentence on side B is true" and that the sentence
on side B = "No sentence on side A is true".)

A deflationist might think that the problem can be solved simply by
stipulating that only certain instances of Semantic Ascent and Semantic
Descent qualify as valid, but this thought does not withstand scrutiny.
Consider, for instance, the idea that the instances of Semantic Ascent and
Semantic Descent that result from substituting some sentence for "p" in
these rules are valid if and only if we cannot use them to derive a

contradictory conclusion from "plain facts" (derive by classical means, that
is). The problem is that we sometimes require several different instances to
derive the contradictory conclusion. Consider again the note card paradox.
The pertinent instances of Semantic Ascent and Semantic Descent are these:

(l) No sentence on side A is true.

"No sentence on side A is true" is true.

(2) "No sentence on side A is true" is true.

No sentence on side A is true.

(3) Every sentence on side B is true.

"Every sentence on side B is true" is true.

(4) "Every sentence on side B is true" is true.

Every sentence on side B is true.

Even given that the sole sentence on side A is "Every sentence on side B is
true" and the sole sentence on side B is "No sentence on side A is true", no
contradiction can be derived using just the inferences in (l) and (2). To derive
a contradiction, we need (3) and (4) as well. So ifwe simply declared instances
ofSemantic Ascent and Semantic Descent to be valid whenever we could not
use those instances on their own to derive a contradiction from plain facts,
then we would find ourselves declaring a number of instances to be valid
that we could use in conjunction with one another to derive a contradiction
from plain facts.a

q McGee's 1992 critique of deflationism may be viewed as a generalization of the argument
in this paragraph. Ifhis critique were reformulated as a critique ofinference rule defla-
tionism, then the point would be that there is no uniquely acceptable maximal consistent
set of instances of Se mantic Descent and Semantic Ascent (where by "maximal consistent"
set of instances, I mean a set that does not permit the derivation of contradictions from
plain facts, while the addition of any further instances would permit this). The rest of my
argument may be viewed as addressing the suggestion that the deflationist might settle
for something less than such a maximal consistent set of instances.
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In response to this, it might be suggested that an instance of Semantic
Ascent or Semantic Descent should be declared invalid if it can be used to
derive a contradiction from plain facts in conjunction with anyother instan-
ces. The problem is that by this criterion no instance will qualify as valid
whatsoever. Consider a version of the note card paradox in which side B
contains in addition the sentence "The moon is the moon". In this case, the
apparently innocent inference from "The moon is the moon" to "'The
moon is the moon' is true" will have a hand in the derivation of a

contradiction from plain facts. Plainly it will not do to say that an instance
is valid if and only if it does not in fact lead from truths to falsehoods. By
that criterion, every inference whatsoever could qualify as valid provided
only it had a true conclusion or at least one false premise.

Instead of trying to maintain that the valid instances ofSemantic Ascent
and Semantic Descent are just those that do not get us into a trouble, we

might try to identify the valid instances independently of the trouble caused
by the invalid ones.'We might approach this either syntactically or seman-
tically. The syntactic approach will say that Semantic Ascent and Semantic
Descent are simply not articulate enough - that it is only when the sentences

we substitute for the schematic letter "p" have certain syntactic character-
istics that Semantic Ascent and Semantic Descent will take us from plain
facts into contradictions. The problem is that any general prohibition
against certain kinds of instances based wholly on syntactic structure is
bound to be too strong. Suppose we declare that an instance of Semantic
Ascent or Semantic Descent is not valid if the sentence we substitute for "p"
contains semantic vocabulary such as "true". That might indeed block all
of the derivations of contradictions from plain facts that concern us here,

but it would be too strong. rVe could no longer plausibly contend that all
we have to understand about the meaning of the word "true" (in order to
understand the nature of truth) is that it figures into such inferences. That
was plausible only insofar as all other legitimate applications of the word
"true" could be mediated by such inferences. The sentence ""'The moon is
the moon" ist true'is true" is a legitimate application of the word "true",
but it cannot be reached from "The moon is the moon" without applying
Semantic Ascent to "'The moon is the moon' is true", which is a sentence

that contains the word "true".
The semantic approach would be to try to identify the valid instances

of Semantic Ascent and Semantic Descent semantically. For instance,
we might say that an instance of one of these rules is valid if and only if
for any interpretation of the language on which the premise is true the
conclusion is true as well. Such a definition will not validate Semantic
Ascent and Semantic Descent if an interpretation can assign an arbitrary
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extension to the predicate "is true", however. So before we could offer such
an account of the validity of these rules, we would have to resolve some
difficult issues concerning truth, such as whether sentences such as the
liar are true, false, or neither. Moreover, if in order to identify the valid
instances of Semantic Ascent and Semantic Descent we have to appeal
to truth theoretic semantics in this way, then the deflationary explanation
of truth in terms of semantic Ascent and Semantic Descent will rest on a

prior conception of truth on an interpretation that cannot itself be
explained in terms of Semantic Ascent and Semantic Descent. The notion
of truth on an interpretation is not yet the notion of truth simpliciter, but
we should not expect to understand the former without an understanding
of the latter. So on this approach the deflationist's theory of truth will beg
the question.

We should not assume that semantic definitions have to be formulated
in terms of truth on an interpretation. Perhaps the valid instances of
Semantic Ascent and Semantic Descent could be identified without any
question-begging reliance on the concept of truth. We might say that an
instance is valid if and only if it never leads from a premise that is acceptable
in some other sense to a conclusion that is not acceptable in that sense. But
this begs the question in different way. If we could explain in a general way
when the application of the word "true" to a sentence or utterance were
acceptable in the pertinent sense, then we could take that explanation as our
theory of truth and we would not need inference rule deflationism.

I conclude that the inference rule deflationist has no alternative but to
maintain that semantic Ascent and semantic Descent are valid without qual-
ification and then, to evade the paradoxes, to deny the validity of some of the
other inferences on which the paradoxes depend. That means that the
inference rule deflationist must abandon some classical rules of inference.
One should not imagine that "technical" approaches to the semantic para-
doxes will get around this conclusion somehow. Serious attempts to explain
how a language can consistently contain its own semantic vocabulary (or at
least "true") fall into two categories. some do indeed abandon classical rules
of inference (for example, Kripke L975, and Barwise and Etchemendy 1987).
Others preserve the classical rules of inference but deny the validity of
Semantic Ascent and Semantic Descent (for example, Gupta and Belnap 1993).

I should stress that I have not argued that semantic Ascent and Semantic
Descent are incompatible with classical logicbut only that they are incom-
patible with the classical rules of inferencr. one might maintain that semantic
Ascent and Semantic Descent are valid while maintaining that every classically
valid inference from a set of sentences A to a conclusion 4 is in fact valid. A
counterexample to, say, Indirect Proof, will show that for some set of sentences
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A and some sentence4 while the union of A and [p] implies a contradiction,
A does not imply the negation ofp. This will not show that the validity of any
classicallyvalid argument has to be denied unless the inference from the union
of A and k] to a contradiction is classically valid. 'üVhere the semantic
paradoxes are used to produce counterexamples to Indirect Proof, that will not
be the case, since the inference from the union of A and {p} to a contradiction
will employ Semantic Ascent or Semantic Descent.

I do not take the result of this section to be in itself an objection to
inference rule deflationism, for I do not take the classical rules of inference
to be sacrosanct. However, it shows that the deflationism must admit as a

serious question, "What are the valid rules of inference?" For present
purposes, it is not necessary for me to survey the possibilities or select a best
option. The point has only been to challenge the deflationist to decide on
a conception of logical validity and then to make sure that the conception
selected is one that is compatible with deflationism.

4 Why logic needs semantics

Suppose that the inference rule deflationist accepts that Semantic Ascent
and Semantic Descent are in general valid (and thus rejects some classical
rules of inference) or finds some nonsemantic means of identifring the valid
instances (which I have claimed is impossible). Still, it might be objected that
any viable definition of logical validity will appeal to the concept of truth
in a manner incompatible with deflationism. One response to this objection
might be to deny that we need any semantic definition of logical validity at
all. Semantics cannot justify our rules of inference, it might be said, because
the semantics can be doubted as readily as the inference rules. The validity
of our inference rules, it might be argued, is a matter of social practices, or
of how people tend to reason, or is an a priori consequence of the meanings
of the logical constants (and words like "true"). Against this response, I now
want to explain why, though semantics does not justify our inference rules
and validity may indeed be a matter of such things, we require a semantic
definition of logical validity nonetheless.

Suppose we try to use our axioms and inference rules to derive a certain
conclusion from certain premises and are unable to do so. Our failure to
produce a derivation is no proof that no derivation exists. To prove it, we

must employ a semantic definition of logical validity. For instance, on the
usual model theoretic sort of definition, we will be able to demonstrate that
an argument is logically invalid by constructing an interpretation of the lan-
guage such that on that interpretation all of the premises are true and the
conclusion is false. The reason we need a semantic definition oflogical valid-
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ity is to have a means of demonstrating that underivable arguments are

indeed underivable.
More precisely we need a semantic definition of logical validity relative to

which our system of axioms and inference rules is sound and complete. Our
axioms and inference rules have to be sound with respect to it so that we can

be sure that any argument that is not valid according to the definition is not
derivable by means of the axioms and rules. Our system has to be complete
with respect to the definition of validity so that we can be sure that whenever
an argument is underivable we can show that it is so using the definition. This
is not to say that derivability must be decidable (since there may be no
algorithm for constructing a countermodel even when we know there is one).

It is also not to say that our semantic definition of logical validity must be

model theoretic, only that there must be some kind of semantic definition.
In reply it might be said that, having constructed a method of demon-

strating, for any underivable argument, that it is underivable, it is not
necessary to interpret that method as talking about truth or about anything
else. It may be just a meaningless technique for demonstrating underiva-
bility. To see that this is wrong, suppose we have a set of axioms and inference
rules that long experience tells us will never lead us into contradiction
and will never fall short of our inferential needs. Then any definition of
logical validity with respect to which these axioms and inference rules are

sound and complete will have to be regarded as defining a valuable proper-
ty that all and only derivable arguments possess. Otherwise, the fact of
soundness and completeness with respect to it would have to be regarded
as an absurd miracle.

5 Logical validity and reference

The model theoretic definition of logical validity for a first order language

begins with the definition of aninterpretation of the language. (lnterpretations
are sometimes called nodtk.l call them interpretations because the expression
"model of a theory" is sometimes used to describe specifically those inter-
pretations on which the sentences in a given set are true.) An interpretation
includes, minimally, a universe and an assignment. An assignment is a func-
tion that takes each individual constant (or each member of a given subset of
the individual constants), each predicate and each function symbol into an

extznsion. Typically, the extension for an individual constant is a member of
the universe, the extension for an n-ary predicate is a set ofn-tuples ofmembers
of the universe, and the extension for an n-ary function symbol is an n-ary
function from z-tuples of members of the universe into members of the uni-
verse. An interpretation may also assign to each predicate an antiextension.
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If the language contains operators for modalities or tenses, the interpretation
may also contain sets of parameters such as possible worlds or times and the
assignment will be relativized to parameters so that a given constant or predi-
cate may be assigned different extensions at different parameters. If the lan-
guage contains context-relative elements, then the assignment might be rela-
tivized to contexts as well. The devices bywhich linguists artempt to construct
model theoretic interpretations of natural languages are a little difitrent, but
for simplicity I will keep up the usual fiction that the languages we have to
account for are just those having the grammar of the languages offormal logic.

The next step is to explain how an interpretation of the language
determines a truth value for each of the sentences of the language. This
determination will be based on the assignment and universe somehow and
will employ some kind of recursion whose clauses correspond to the logical
operators in the language. (More may be involved as well, such as the
identification of fixed point interpretations of semantic vocabulary, as in
Kripke 1975.)Typically, an argument is said to be logicallyvalid if and only
if, for every interpretation of the language (and every parameter), if every
premise is true on that interpretation (at that parameter), then the
conclusion is true on that interpretation (at that parameter) as well. (For
certain many-valued systems, substitute "has a designated value" for "is
true".) Such a definition need not validate all the classical rules of inference;
so there is room to hope that within this framework we might evade the
semantic paradoxes while preserving the validity of Semantic Ascent and
Semantic Descent.

If validity is defined in terms of truth on an interpretation, then inevi-
tably we will suppose that there is one special interpretation of the language,
call it the intendzd interpretation, such that truth on that interpretation is
truth simpliciter in the language. This will be an interpretation that assigns
to each individual constant and predicate the extension that it really refers
to. The intended interpretation for a language is the reference relation
restricted to that language. (Here ofcourse I am speaking ofreference as a

relation between each well-formed expression of the language and an
appropriate value. The reference of a name will be an individual. The refer-
ence of an n-ary predicate, whether simple or compound, will be a set of z-
tuples or perhaps ann-aty property. I use the term "intended interpretation"
only in deference to tradition. I do not wish to suggest that people's
intentions have anything to do with the identity of the intended inter-
pretation.) The reason this is inevitable is that the definition of logical valid-
ity in terms of truth on an interpretation is supposed to capture the fact that
a valid argument guarantees the truth of the conclusion given the truth of
the premises without regard for the reference of the nonlogical words, and
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the definition of validity in terms of truth on an interpretation can be

regarded as abstracting from the reference of the nonlogical words only if
one of these interpretations is the one that gives the referents that the
nonlogical words really have.s

Can an inference rule deflationist accept this identification of truth
simpliciter for a language with truth on the intended interpretation? There
is no immediate circularity in espousing inference rule deflationism while
endorsing the model theoretic definition of validity. At least, there is no
immediate circularity if the valid instances of Semantic Ascent and Seman-

tic Descent can be identified without appeal to the semantic definition of
logical validity (as they will be if we simply say that they are all valid and
deny the validity of some of the classical rules). On the other hand, the
characterization of truth offered by the inference rule deflationist and the
characterization of truth as truth on the intended interpretation do not
seem to be in any sense equivalent. Certainly we cannot easily reconcile the
thesis of Field's "Tarski's Theory of Truth" (1972) with both deflationism
and the characterization of truth as truth on the intended interpretation.
It was Field who, in that paper, first persuaded many people that ifwe accept

such a characterization oftruth for a language, then we ought to explain the
nature of the reference relation in a naturalistically acceptable way. None-
theless, if there really is an incompatibility between deflationism and the
characterization of truth as truth on the intended interpretation, then that
incompatibility ought to be demonstrable in some way. What follows, in the
next two sections, is my attempt to demonstrate it.6

6 Specifying the intended interpretation

Ifthere is an intended interpretation, grounded in the reference relation, then
presumably it must be possible to distinguish it from the other interpretations,
and thus to distinguish the reference relation, as it pertains to the language

in question, from the assignments that figure in the other interpretations. This
is not to say that it should be possible to say explicitly what each term refers

s A doubt about this conclusion may be raised that is independent of the issue about
deflationism. For many important languages, it may be said, there cannot be an

intended interpretation because we know that terms such as "set" and "ordinal number"
cannot refer to sets. But in light ofthe argument just given I do not see how we can take

this as evidence that we can define logical validity in terms of truth on a model and

yet deny that there is any intended interpretation. It is, rather, an independent difficulty
for the model theoretic conception of semantics.

6 I have presented much briefer versions of this argument twice before, in my 1990 and

my 1994.
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to, but only that the reference relation, as it pertains to a given language, should
be uniquely describable. It would not do for the deflationist, or anyone else,

to maintain that there zi a unique intended interpretation but nothing that we

can say about it distinguishes it from infinitely many other interpretations of
the language. Imagine I say, "There is a unique intended interpretation". You
ask, "Well, which interpretation is it?" Perhaps you could excuse an answer like
this: 'Ve don't knowyet; we need more funding". But you should not excuse

an answer like this: "lt is impossible to answer that question".
The point is not merely that we can generalize from the questions we

might ask about particular terms. The deflationist will not reiect as

illegitimate a question on the order of "!ühat does 'rabbit' refer to?", even

if the answer is never more than a syntactically definable transformation of
the question, on the order of "'Rabbit'refers to rabbits". Thus, it might seem

that the deflationist should not reject as unanswerable a general question
on the order of"For each referring term t of L, what is x such that I refers
to r?" But this is not the basis for the obligation I am ascribing to the defla-
tionist. If it were, then the deflationist might deny that obligation on the
grounds that the attempt to generalize aims at something impossible.

The demand for a specification of the intended interpretation arises

specifically from the commitment to its existence. The basis for that obli-
gation is just the presumption that there zi a definite interpretation that is
the intended interpretation. If there is one, then for every other interpreta-
tion of the language, there must be something that distinguishes the
intended interpretation from that other one. That much is simply a conse-

quence of the fact that the intended interpretation is unique. But what is
more (this is logically stronger), there must be something about the intended
interpretation that distinguishes it from every other interpretation of the
language. Given that there is something that distinguishes the intended
interpretation from other possible interpretations, it should be possible, at
least in principle, to say what it is that distinguishes it. This is not in itself
a refutation of deflationism, however, because the account of what distin-
guishes the intended interpretation from other interpretations might itself
be deflationary, as we will see.

To see how the intended interpretation of a language might be specified,
let us distinguish between two kinds of theories of reference. One kind of
theorywould be asubstantiae theory ofreference as it pertains to the language
in question. This would be a theory having the form,

(R)treferstoe in Lif and onlyif ...t...e...L...,
where the ellipsis is filled out in some suitably non-question-begging way.

The other kind of theory would be a deflationary theory of reference. For
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instance, an inference rule deflationist might hold that all we have to explain

about the reference relation as it pertains to a given language is that inference

rules such as the following are valid:

Referenn Rules:

A. "A" refers to ä. B. a= b-

a=b.

C. u F" refers to G's

"A" refers to b.

D. All and only.F's are Gs.

All and only F's are G's. "F" refers to G's.

(Actually, such rules would constitute at most a theory of reference for our

own language; but I will assume that the theory could be extended to deal

with the reference relation for other languages as well.) Clearly, the

deflationist with respect to truth has to favor a deflationary theory of
reference. Ifwe had a substantive theory ofreference for a given language,

then we could give a substantive definition oftruth for the language in terms

of it. Understanding that truth for a language can be defined in that way

would be essential to understanding the nature of truth. So deflationism

would be wrong.

There really is a difference between these two approaches to reference,

because the Reference Rules cannot be expressed in the form of what I have

called a substantive theory ofreference. Ifwe try to express A and B in the

form of (R), we might get something like this:

For all a and b,"A" refers to b if and only if a = b.

This is not well formed. The quantifier "For all a" cannot have both of the

subsequent occurrences of "A" within its scope. If we introduce a naming

function N that takes an object into its name (never mind that not every

object has a name), we might write:

For all a and b, N(a) refers to b if and only if a = b.

This is well formed, but nowwe have to identifythe functionN(as it pertains

to the language) and this is not essentially different from having to identify

the reference relation (as it pertains to the language)'

The question whether an inference rule deflationist can accept the

definition of validity in terms of truth on an interpretation thus becomes

the question whether a deflationary theory of reference can be used to

identifi'the intended interpretation. Toward answering this, I want to draw

a distinction between primitiae referrers and other, nonprimitive referring

expressions. In some cases, the reference of an expression will be a function
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of the reference of its components. For example, the reference of "the
successor of zero" might be explained as a function of the reference of a

functional expression "the successor of' and the reference of the singular
term "zero". What I call a pimitfuie refener is an expression whose reference

is not in this way a function of the reference of more basic components. It
is an expression whose reference, in a specification of the intended interpre-
tation, is not assigned on the basis of any recursion, but is assigned, as I will
say, separate[t The primitive referrers of a language must not be confused
with the primitive vocabulary for a language might contain primitive re-

ferrers constructed from a number of vocabulary items that occur in other
combinations in other constructions.

If a language contained at most finitely many primitive referrers, then
a deflationary theory of reference might indeed suffice for specifying the
intended interpretation of a language; but not otherwise. If there are only
finitely many primitive referrers, then, for each such term {, we might use

the inference rule deflationist's theory ofreference to generate a sentence of
the form ", refers to /'. For instance, since we know that Mark Twain is

Samuel Clemens, we might use rule B above to infer that "MarkTwain" refers

to Samuel Clemens. Then employing these finitely many results we might
write a general specification of the reference relation for the language.
Suppose, for example, that we have a language with just one name, c[, which
refers to o, just one predicate, O, which refers to the set of Gs and just one
function symbol, n, which refers to the functionl Then we might write a

recursive specification ofthe reference relation for that language as follows:

/ refers to s in L if and only if either (i) t = a, and e = o, or (ii) I = ö and
e = the set of G's, or (iii) / = n and , = the functionf or (iv) for some /
and e', t = TE(/), e = -f(e'), and / refers to a'.

This would still not be an analysis or explanation of the reference relation,
but it would do what I have said is required, namely specify the intended
interpretation of the language in question. On the other hand, if there are

infinitely many terms that need to have a reference assigned to them
separatelg that is, at the basis, then a deflationary theory ofreference cannot
in this manner be used to specify the intended interpretation. An advantage
ofa substantive theory ofreference over this deflationary theory ofreference
would be that it could be used to define the reference relation for infinitely
many terms all at once.

Here I have assumed that in order to use the inference rules A-D to
specify the intended interpretation, we would actually have to apply the rules
at least once for each term that separately has to be assigned a reference; so

if infinitely many terms have to have a reference assigned to them separately
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the deflationary theory of reference will not suffice. But why must we
suppose that the deflationary theory ofreference is capable of specifying the
intended interpretation only insofar as the inference rules are applieil Why
cannot the sheer list ofrules be considered an adequate specification ofthe
intended interpretation? This question will be taken seriously only by those
who fail to grasp the distinction between an inference rule and a statement.
An inference rule does not answer any question. If the question arises,
"Which animals are mammals?", then it might be taken as part of an answer
to say that the inference rule "r is an armadillo; therefore,.r is a mammal"
is valid. However, that is an answer only because this inference rule allows
us to infer "For all x, if x is an armadillo, then r is a mammal". From the
validity of that inference rule we can infer the truth of a general statement.
Inference rules such as A-D do not answer the question, "What refers to
what?", because, as we have seen, we cannot in the same way move from these
inference rules to general statements.

A simpler deflationary theory of reference might be that the reference
of a singular term is giuen by the following reference scbema:

"a" tefers to A.

In addition, it might be said that the reference of a common noun is given
by the following schema:

"F" refers to the set of F's.

(Further such schemata would be required for other types of referring
expression.) But this theory of reference is not essentially different from the
one based on inference rules. What it means to say that the reference of a
term is "given" by the schema is that any instance can always be taken for
granted. So in effect, these schemata are also inference rules, or, more precise-
ly, axiom schemata. In any case, the challenge is the same. If infinitely many
terms have to have a reference assigned to them separately then mere schema-

te cannot be used to produce a specification of the intended interpretation.
Although this theory and the challenge to it are essentially the same as

before, in this guise the theory might invite the following defense: While of
course an infinite list of instances of the schemata cannot be produced, still
we might specify the intended interpretation by describing it as the inter-
pretation specified by'the infinitely many instances of the reference sche-

mata. The answer to this reply is that in merely positing the existence of an
infinite list of sentences, without actually producing it, we would not fulfill
our obligation to specifr the intended interpretation. I do not doubt that
we could uniquely identify the list as the list generated by substituting terms
of the language for schematic letters in the schemata, but I do deny that we
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could use that list to identify the intended interpretation. We do not answer
a question if we merely describe a sentence that answers the question. To
answer a question we have to make a statement by means of a sentence that
answers the question. For instance, if the question is, 'rVhere is Scruffu
now?", then the question is not yet answered by saying, "The answer to that
question is given by the first sentence thatJoe spoke when he walked in the
door." The infinitely many instances of the reference schemata cannot be
used to identify the intended interpretation because we could not actually
make a statement by means of every sentence on the list.

There is an ambiguity in the word "theory" that might obscure this last
point. In logic we speak of theories containing infinitely many sentences, such
as the theory of Peano arithmetic, which is specified not by stating it, but
by listing finitely many axioms and finitely many axiom schemata of which
infinitely many axioms are instances. (ln particular, there are infinitely
many axioms having the form of the induction scheme.) But an infinite col-
lection of sentences is not a theory in the sense of an answer to a question,
something one can undertake to defend against objections. A defender of
Peano arithmetic undertakes to defend the proposition that the axioms of
Peano arithmetic are all true, not the proposition that ..., where the ellipsis
is thought of as occupied by an infinite statement of Peano arithmetic itself.
What we may require of someone who says that there is an intended interpre-
tation is a specification ofthe intended interpretation that can be stated and
defended against objections, and such a thing cannot be literally infinite.

Still, the demand for a specification ofthe intended interpretation - rhat
can be stated - might be rejected on the grounds that the infinitely many
instances of the reference schemata constitute a theory of reference for a

language in the same sense in which the infinitely many axioms of Peano
arithmetic constitute a theory of natural numbers. But on the contrarS a

theory in that sense is not theory enough. The sense in which we can say that
the infinitely many of axioms of Peano arithmetic constitute a theory of
natural numbers is just that with reference to the axioms of Peano arithmetic
we can formulate a theory of natural numbers as follows: For any inter-
pretation of the language of arithmetic that is model of Peano arithmetic,
the things in the domain of that interpretation are natural numbers relative
to that model. But such a theory of natural numbers does notyet tell us what
natural numbers arebut only what they are rektive to a model of the axioms
ofPeano arithmetic. A theory of natural numbers properwould tell us which
of those models contains as its domain the set of natural numbers. Similarly,
a specification of the intended interpretation for a language would not just
tell us that it is the relation mapped to the predicate "refers" in a model of
an infinite number of metalinguistic sentences containing that predicate,
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but would tell us which of those relations that might be mapped to "refers"
in some interpretation of the semantic metalanguage really is the reference
relation for the language in question.

If infinitely many expressions in a given language had to be assigned a
reference separately, then a deflationary theory of reference would not
suffice for specifying the intended interpretation of the language. If the
intended interpretation could not be specified, then it would not be
reasonable to define truth simpliciter for the language as truth on the
intended interpretation. Since such a definition of truth for a language is
inevitable iflogical validity is defined in terms of truth on an interpretation,
a deflationist would not be free to define logical validity in that way. So the
question whether a deflationist is free to accept a standard model theoretic
definition of validity for a language comes down to the question of how
many terms in that language would have to be separately assigned a reference.

The question is not whether the inference rule deflationist can identify
the reference relation as it pertains to all possible languages. No doubt, if
we counted the expressions in all possible languages that would separately
have to have a reference assigned to them (if they existed), then the number
would be (denumerably)infinite. That is not an objection to inference rule
deflationism because the inference rule deflationist's claim is precisely that
all that can be said about reference in general is that certain rules ofinference
pertain to "refers" and its synonyms in other languages. The question is
whether the inference rule deflationist can identify the reference relation as

it pertains to a specific language, for that, I have argued, is what one must
be able to do, at least in principle, if one wishes to define logical validity in
the manner of standard model theory. That question, we have seen, comes
down to how many terms of a single language would have to be separately
assigned a reference - a question I will now take up in greater detail.

7 Compositionality and finitude

In fact, a specification of the intended interpretation of a natural language
will have to assign distinct referents to infinitely many terms, for natural
languages contain infinitely many primitive referrers. Consider, for
instance, the predicate "believes that Ortcutt is a spy". Its reference is the set

ofpeople who believe that Ortcutt is a spy. But the reference of this predicate
is not a function of the reference of "believes", "Ortcutt" and "is a spy''.
Similarly, there are infinitely many other belieFpredicates in English whose
reference is not a function ofthe reference oftheir parts. Perhaps a natural
language must contain at most finitely many primitive vocabulary items,
but a natural language will contain infinitely many primitive referrers.
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In taking for granted that the reference of a belieFpredicate is not a

function of the reference of its components I am taking for granted only that
"believes thatp" is, in at least some of its occurrences, referentially opaque,
for the former assumption is an immediate consequence of the latter. For
example, suppose that "Ralph believes that Ortcutt is a spy" is true and
"Ortcutt" and "Snodgrass" corefer. Then if the extension of "believes that
Ortcutt is a spy" were a function of the reference of its component expres-

sions, then, since the reference of "Ortcutt" and "Snodgrass" is the same, this
function would determine that Ralph is in the extension of "believes that
Snodgrass is a spy''as well. So "Ralph believes that Snodgrass is a spy" would
be true. Generalizing, we may infer that if the reference of "believes thatp"
were a function of the referents of its component expressions, then "believes

that p" would always be referentially transparent. But "believes thatp" is not
always referentially transparent, and so its extension is not a function of the
reference of its component expressions.

Someone might hope (following Frege) that the reference of a belie6
predicate might be understood as a function of the reference of the
components if the referents of the components are the intensions that the
components have in nonintensional contexts. But first, it is doubtful
whether a deflationist can take the referent of an expression to be an
intension. (lf we can explain in a substantive way what intensions are, then
should we not be able to explain in a substantive waywhat truth is?) Second,
it is doubtful whether a deflationist can derive the reference of a complex
expression from the intensions of its components. (The usual method
assumes that intensions can be defined as infinite functions from
parameters to referents. The doubt is whether a deflationist can explain what
it means for an expression to have a reference at a parameter.) In any case,

this strategy does not obviate the conclusion that a natural language must
contain infinitely many primitive referrers. On this theory, the reference of
"Ortcutt" in "believes that Ortcutt is a spy" must be different from the
reference of"Ortcutt" in "believes that Ralph believes that Ortcutt is a spy",
and similarly we have to suppose that each term takes a different reference
at each different level of embedding. Thus even if only finitely many
different expressions serve as primitive referrers, each of them will have a
different reference at each of infinitely many levels.T

Of course, there are many proposals for the semantic analysis of
attributions of propositional attitude. According to some of them, the

z A possibility that ought to be mentioned is that the deflationist might try to escape my
argument by exploiting the fact that the levels are systematically related to one another
in some way. However, I will not try to anticipate and answer the obiections that a

deflationist might make on this basis.
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"that"-clauses are referentially transparent and the expressions that occur
within them take their normal reference. So strictly speaking I cannot show
that the deflationist must reject model-theoretic semantics, but only that the
deflationist must either reject model-theoretic semantics or accept the
referential transparency of intensional locutions generally (with standard
reference of component expressions), But I think that the latter option will
be acceptable to few, and so in the remainder I will ignore it.

In arguing in this way that a natural language will contain infinitely many
primitive referrers, I am not also arguing or taking for granted, that natural
languages lack a compositional semantics. Even if we allow that there are

infinitely many primitive referrers, we might have good reasons for restricting
the class ofprimitive referrers in one way or another to a proper subset of the
expressions ofthe language as awhole. The nontrivial task ofa compositional
semantics would then be to show that interpretations of the remaining ex-

pressions of the language can be generated from an interpretation of the
(infinitely many) primitive referrers. Some philosophers and linguists have

probably conceived of compositionality as entailing a finite basis (for exam-

ple, Schiffer 1987), which of course they are free to do, but this conception
is not universal (see, for instance, Janssen 7997), and in any case the question
of compositionality can be separated from the question of a finite basis, for
one might question the possibility of a non-trivial compositional semantics
even while allowing that the basis might be infinite.

These arguments may seem to produce only paradox rather than a
demonstration of the incompatibility of deflationism and model-theoretic
semantics. They will be paradoxical to anyone who thinks that a natural
language must have a compositional semantics and for whom the primary
motives for seeking a compositional semantics equally motivate a restriction
to finitely many primitive referrers. There are basically two different
motivations for compositional semantics that we need to consider, which
I will call the logical motivation and the psychological motivation. Neither
one, I will now argue, gives us a good reason to resist the prima facie evidence
that a natural language contains infinitely many primitive referrers.

The purely logical motivation to seek a compositional semantics is prima-
rily to obtain a definition of logical validity that can be used to demonstrate
of valid arguments that they are valid and of invalid arguments that they are

invalid. Suppose that English contains only finitely many primitive referrers,

and imagine a language a lot like English except that it contains infinitely
many primitive referrers. Call it Infinite English. Vould there be any forms
of argument that were valid for Infinite English but not valid for English or
valid for English but not valid for Infinite English (i.e., such that exclusively

valid arguments in Infinite English had that form while some invalid
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arguments of English had that form, or the other way around)? If so, then the
disparity would have to concern argument forms containing infinitely many
distinct schematic letters. (Since sentences are finite, such forms would be
forms of arguments with infinitely many premises, which we can allow. We

can allow such forms even for English.) Any counterexample in English would
be equally a counterexample in Infinite English; so the only possibility is that
there are forms of argument that contain infinitely many sentence forms and
are valid for English but not valid for Infinite English. I do not know of any
such forms of argument. I conclude that a compositional semantics might
perfectly well serve a definition of logical validity without resrricting itself to
finitely many primitive referrers.

I said that the logical motivation to seek a compositional semantics is
pimarifi to obtain a definition of logical validity. I put it that way because
I think that some semantic theorists have conceived of their goal somewhat
differently, as being to explain how linguistic structures can correspond to
reality or fail to correspond. Thinking of the goal in this way there might
be reason to draw distinctions that the relation of logical validity for the lan-
guage does not depend on. No deflationist, whose aim is to provide an alter-
native to the correspondence theory, should offer this conception of the
goal ofcompositional semantics as a reason for resisting the prima facie evi-
dence that a natural language may contain infinitely many primitive refer-
rers. Moreover, I do not see how such a conception of the goal of compe.
sitional semantics, apart from any other motive, might lead us to insist that
a natural language can contain at most finitely many primitive referrers.

The psychological motivation to seek a compositional semantics is to
explain how it is possible for a person to learn a language - how it is possible
for a hearer to understand a speaker's words and how it is possible for a
speaker to choose his or her words. On this conception, a compositional
semantics for a language will posit at most finitely many primitive referrers
ifat most finitely many primitive referrers could be learned and understood.
For instance, Donald Davidson has famously argued that a language will be
learnable only if it contains at most finitely many "semantical primitives"
(1984/1965).ln contemplating this, it is important not to confuse primitive
vocabulary with primitive referrers. I do not doubt that a person can learn
and understand at most finitely many vocabulary items. It does not follow
that a person can learn and understand at most finitely many primitive
referrers, for it may be that infinitely many primitive referrers are formed
from finitely many primitive vocabulary items. But perhaps we should
conclude that a language will be learnable only if it contains at most finitely
many primitive referrers on the grounds that a person learns a language in
part by separately grasping the reference of each of the primitive referrers
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in the language and that a person can engage in at most finitely many acts
of grasping a reference.

A deflationist, of all people, should be especially inclined to doubt that
a language is learnable and understandable only ifit contains ar most finitely
many primitive referrers. To believe this would be to suppose that the
relation of reference will play an important role in our explanation of the
nature ofcognition or linguistic communication. If the relation ofreference
has this kind of explanatory utility, then the definition of truth simpliciter
as truth on the intended interpretation, which assigns to each term what it
really refers to, will be a substantive theory of truth that competes with the
deflationist's own.

In any case, I do not see how the nature of language learning and
understanding is made more tractable by supposing that there are only finite-
ly many primitive referrers. Inasmuch as the range of the composition is

infinite, if there are only finitely many primitive referrers, then the princi-
ples of composition (if there are only finitely many of these) will have to in-
clude functions having an infinite domain and an infinite range. Thus, the
restriction to finitely many primitive referrers would not remove the need to
suppose that the mind can in a sense grasp infinities. Consider one's grasp

of the reference of infinitely many numerals. Perhaps it will be said that we

grasp the reference ofinfinitely many numerals only in the sense that we grasp
the reference ofa finite number of numerals (maybe just "0") and grasp various
operations on numbers, such as addition (or maybe just the successor func-
tion). I do not understand how a grasp of these operations, with all of their
infinitelymanyapplications, is supposed to be psychologicallymore tractable
than a grasp of the reference of infinitely many distinct numerals.s

Perhaps we may conclude that there can be at most finitely many primitive
referrers on the grounds that languages are learned by means of a kind of
translation into a prior language of thought and that there can be at most
finitely many primitive referrers in the language of thought (although it is
hard to believe that this could have been any part of Davidson's motivation).
Even supposing that there is a prior language of thought, I do not see any
reason additional to those alreadyconsidered to suppose that there are at most
finitely many primitive referrers in the language of thought.

In sum, I do not think there is any very persuasive reason to resist the
prima facie evidence that a natural language such as English will contain
infinitely many primitive referrers. As we have seen in the previous section,
if the possibility of infinitely many primitive referrers is allowed, then the
inference rule deflationist must reject the standard model theoretic
8 This is of course the subject of Kripke 1982. My own contribution to this debate is

Gauker 1995.
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definition of logical validity. I conclude that the inference rule deflationist
must reject the standard model-theoretic definition of logical validity.

8 T-schema deflationism

Inference rule deflationism may not be what people usually think of as

deflationism. More often, deflationism is supposed to say that the meaning
of the word "true" is expressed in a T-schema such as,

"p" is true if and only if p,
or

The proposition that p is true if and only ifp.

Call this T+chema deflationisn. T-schema deflationism, as here defined, is
what deflationism is understood to be by some of its critics (see Gupta 1993a
and David 1994). A characteristic formulation is this one from Frederick
Schmitt (also a critic): The deflationist proposes "that the notion of truth
in a given language is completely captured by the trivial truth conditions or
'T-sentences"' (Schmitt 1995, p. 124).

The first question we have to ask about T-schema deflationism is: what
does it mean to say that the meaning of "true" is captured or exprcsedby the
T-schema? What is special about instances of the T-schema that distinguishes
them from other sentences containing the word "true"? If any part of the
answer is that the instances of the T-schema are all true, then T-schema defla-
tionism may be charged with circularity. Perhaps part ofwhat is special about
instances of the T-schema is that they are all assertible. But what does that
mean? Certainly it does not mean that in any conversation it is appropriate
to assert any instance of the T-schema. If part of the explanation is that any
such assertion would at least be true, then again the theory is circular. Ifasser-
tibility could be explained in some other way, then perhaps we could explain
the meaning of "true" by giving the assertibility conditions of "r is true", and
in that case we would not need T-schema deflationism at all.

Another possibility would be to say that what is special about instances
of the T-schema is that one is permitted to treat them as axioms in logical
derivations. So construed, T-schema deflationism is at least as strong as

inference rule deflationism (given Modus Ponens), because any conclusion
that can be derived using the rules ofSemantic Ascent and Semantic Descent
can be derived as well using instances of the T-schema (and Modus Ponens).
But inference rule deflationism is not as strong as Tlschema deflationism
because these rules do not yield instances of the T-schema without the help
of less obvious rules (in particular, Conditional Proof).

There is no reason to prefer the stronger thesis and there is some reason

to prefer the weaker. The greater strength of T-schema deflationism plainly
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does not afford any means of identifying the reference relation for a

language. However, inference rule deflationism has an advantage over T-
schema deflationism with respect to the paradoxes. The inference rule
deflationist can hope to evade the paradoxes by denying the validity of
Conditional Proof and Indirect Proof. This strategy will not help T-schema
deflationism. consider again the classic liar. By virtue of the plain fact that
cf, = "o( is not true", we know:

(i) o is true if and only if "o is not true" is true.

Instantiating the T-schema with the liar, we obtain:

(ii) "cr is not true" is true if and only if cr, is not true.

By almost everyone's lights, (i) and (ii) cannot both be true (or, more
generallL cannot both have whatever semantic property must be preserved
in valid arguments). So by almost everyone's lights, if we have a complete
system ofaxioms and inference rules (one such that for everyvalid argument
the conclusion can be derived from the premises), then it will be possible
to derive a contradiction from (i) and (ii).

It would be a mistake for a T-schema deflationist to react to the semantic
paradoxes simply by acknowledging that the T-schema must be subjected to
"restrictions" in order to avoid the paradoxes. As we saw in connection with
inference rule deflationism, one cannot simply rule out those instances that
on their own permit the derivation ofcontradictions from plain facts, since
the problem with an instance may be that a contradiction can be derived by
means of it together with other instances. Moreover, no syntactic condition
on the T-schema will draw the boundary between those instances that
contradict plain facts and those that express part of the meaning of "true".
one might try to identify the acceptable instances semantically, but iflogical
validity is defined in terms of truth on an interpretation, then the question
concerning the nature of truth will be begged. If one's semantic theory is
formulated otherwise than in terms of truth, then one should expect to be
able to use it to explain the meaning of the word "true" and, in that case,

T-schema deflationism will have been supplanted.e

e Gupta and Belnap (1993) have put forward a theory oftruth that at first glance seems to
combine the classical rules of inference with the acceptance of every instance of the T-
schema. Gupta and Belnap do not themselves offer this as a kind of deflationism, however,
and it is doubtful whether the Gupta-Belnap deductive calculus can be appealed to as a v/ay
of combining deflationism with the classical rules of inference. (Gupta himself is a stern
critic ofdeflationism; see his 1993a and 1993b.) In the Gupta-Belnap deductive calculus, the
instances ofthe T-schema have a special status as partial definitions and one cannot say that
they are all valid or even simply true. A definition can be appealed to at any point in a proof,
but not in the manner of a logically valid sentence. When "p is true if and only ifp" is merely
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9 Horwich's minimalism

A further form of deflationism is Paul Horwich's minimal theory of truth.
Since this is often regarded as the paradigm of deflationism, separate dis-
cussion of it is warranted. Horwich's minimal theory is supposed to include
every proposition of the form The proposition that p ü true ifand onfo ifp (L990,
pp. 18-19; 1998, pp. 17-18). As Horwich acknowledges, this would mean that
the minimal theory were literally infinite. In logic we may speak of infinite
sets ofsentences as "theories", but it is questionable whether an infinite theo-
ry is the sort of thing one can adopt as a solution to a problem and defend
against objections. Since the theory is infinite, it cannot even be stated.
Indeed (as Gupta has observed in his 1993b, p. 360), what Horwich proposes
to defend against objections is not the minimal theory per se but various
claims about it, such as that the minimal theory contains all the essential
facts about truth. In any case, whether Horwich's theory of truth li the
minimal theory or is only certain claims about the minimal theorS he
should tell us exactly what the minimal theory is. Can he do so?

In fact, Horwich does not tell us which propositions there are of the form
The proposition that p is true if and onb tf p. He introduces a function symbol
"Eo" and writes as if it denoted a function from propositions thatp into
propositions of the form The proposition that p is true if and onfu if p. Then
he says (1990, p. 2l; L998, pp.2I-22) that a proposition r is an axiom ofthe
minimal theory if and only if for some7, )c = E"(i.But this attempt to
describe a theory is a sham since Horwich has not defined or in any way
identified the function E". The illusion that we understand the minimal
theory is engendered by the belief that we can take any well formed sentence

of English and put it in place of " p" in the sentence schema "The proposition
that p is true if and only if p" and the result will be a sentence expressing
an axiom of the minimal theorS so that we will know what belongs to the

definitional, one cannot infer from that biconditional and "p is true" top or from that bi-
conditional andp to "p is true". Rather, lines of proofs bear superscripts and from [p is true]i
one may infer only Fl('t') and conversely. The suggestion would be that a form ofT-schema
deflationism might likewise preserve the classical rules ofinference by declaring that the
instances of the T-schema have the status of definitions and not that of logically valid sen-

tences. I think it is doubtful whether this would qualifr as a florm of deflationism, however,

precisely because ofthe distinction it draws between the T-biconditionals taken as partial
deflnitions oItruth and the T-biconditionals taken as material or necessary biconditionals.
A sharp distinction has to be drawn because we are supposed to be able to draw sound
in[erences from the partial definitions even when the corresponding material or necessary

biconditionals are false. The T-biconditionals taken as partial definitions do not themselves

provide an explanation ofthis distinction, and so it is doubtful whether theT-biconditionals
taken as partial definitions can be supposed to explicate the meaning (i.e., the cognitive
significance, to use Gupta and Belnap's phrase) of"true".
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minimal theory at least in so far as it concerns our own language. In fact
we cannot always form a sentence expressing an axiom of the minimal
theory in this way. For instance, if the sentence we substitute for "p" is the
classic liar this will not be the case.

What Horwich says about this is that such instances are not supposed
to express axioms of the minimal theory because they "engender 'liar-type'
contradictions". Moreover, instances are not to be excluded unnecessarily
and the specification of exceptions should be simple (1990, p. 42;1998, p.
42).10 He does not seem to consider that what might be required in order
to produce this specification is precisely an alternative theory of truth. I
cannot guess what manner of specifying the exceptions Horwich might have
in mind, but it will be worthwhile to demonstrate that it will not do simply
to say that an instance of the T-schema expresses an axiom of the minimal
theory unless it expresses a contradictory proposition. Call this the selectiae

description of the minimal theory. The problem is that this selective descrip
tion itself implies that the minimal theory contradicts plain facts. Suppose
that o = the proposition that o, is not true. Let s be the sentence "The propo-
sition that c, is not true is true if and only if o is not true". Two cases: Case
1: "cx, is not true" expresses a noncontradictory proposition. Then we should
expect that likewise r expresses a noncontradictory proposition, namely, the
proposition giving the truth conditions of the proposition that c is not
true. So by the selective description, r expresses an axiom of the minimal
theory. Case 2: "cL is not true" expresses a contradictory proposition. Then
s is not contradictory because both sides of the biconditional express
contradictory propositions. So by the selective description, s again expresses
an axiom of the minimal theory. In either case, r expresses an axiom of the
minimal theory, and so the minimal theory is inconsistent with the fact that
ü = the proposition that a is not true.

The preceding demonstration takes for granted that "cr is not true" and,
therefore, J express propositions. So, alternatively, Horwich might maintain
that an instance of the T-schema expresses an axiom of the minimal theory
unless it fails to express a proposition at all. The reason s does not express
an axiom of the minimal theory, he might say, is just that it does not express
a proposition at all. But if this is how Horwich proposes to identify the
minimal theory, then he owes us a general account of which instances of

to In the second edition Horwich gives an example of a liar sentence and uses it to derive
a contradiction having the form ofa biconditional (1998, pp.40-41). He then lists four
classical inference rules he has used and says that one option, which he rejects, would
be to deny "classical logic". But he does not list Conditional Proof, which he has also
used, and he does not point out that the conclusion can also be drawn in just one step
by just one identiry substitution.
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the T-schema express propositions. By the same sort of arguments that
we encountered in section 3 above (and rehearsed in section 8), it should
be evident that he cannot succeed at this. One cannot say merely than an
instance fails to express a proposition ifa contradiction can be derived from
it together with plain facts; no purely syntactic criterion will identify
the instances that express elements of the minimal theory; and a seman-

tic characterization of the acceptable instances will either beg the question
of the nature of truth or offer us alternative resources for explaining what
truth is.

10 Conclusion

I conclude from these arguments that the deflationist must abandon some
classical rules of inference and must abandon standard model theory. I do
not conclude that deflationism is mistaken on the grounds that we should
cling to the classical rules of inference. The validity of the problematic
instances of classical rules of inference can comfortably be denied. The
incompatibility with standard model theory is a more serious problem for
deflationism, for as I argued in section 4, we do require a semantic definition
oflogical validity. However, I do not assume that we should cling to standard
model theory. The primary motivation for deflationism remains, namely
the failure of all attempts heretofore to explain the nature of the
correspondence relation. The conclusion I draw is that we should formulate
our semantics using concepts other than truth and should explain the
meaning of "true" in terms of those.ll
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